














Q.8. what is the need to study automata theory? 

Answer: 

An Automata is defined as a system where energy, material and information are transformed, transmitted and used for performing some function 

without direct participation of man. The Study of Automata Theory is fruitful and futuristic. 

There are several reason why the study of Automata and complexity is important and core part of computer science. Some important aspect of the 

Automata theory is given below : 

1)It helps in making software for designing and checking the behavior of digital circuit. 

2) The Lexical Analyzer of the typical compiler that is one of the component that breaks the input text into logical unit such as identifier, key words and 

punctuation. 

3) Software for scanning large bodies of text such as collection of web pages in order to find out the occurrence of words, phrases or other patterns. 

4) Automata theory is the key to software for verifying system of all types that have a finite number of distinct state such as communication protocol or 

protocol for secure exchange of information. 

5) Automata theory is most useful of software for natural language processing. 

Automata are incredibly useful for applications such as regular expressions, and learning about them makes it much easier to understand  

Q.9. what is the central concepts of automata theory in toc? 

Answer: 

Automata Theory is a branch of computer science that deals with designing abstract self propelled computing devices that follow a 

predetermined sequence of operations automatically. An automaton with a finite number of states is called a Finite Automaton. 

Central concepts of automata theory are alphabets ,strings ,languages 

Alphabet s (Σ): Alphabets are set of symbols, which are always finite. 

String: String is a finite sequence of symbols from some alphabet.  

String is generally denoted as w and length of a string is denoted as |w|.  

Empty string is the string with zero occurrence of symbols, represented as ε.  

Number of Strings (of length 2) that can be generated over the alphabet {a, b} - - - a a, a b , b a, b b  

Length of String |w| = 2 Number of Strings = 4 

Q.10.Explain the concept of basic machine. Also explain the properties and limitation of FSM. 

Answer: 

An automaton (Automata in plural) is an abstract self-propelled computing device which follows a predetermined sequence of operations 

automatically. An automaton with a finite number of states is called a Finite Automaton (FA) or Finite State Machine (FSM). 

Automata theory is the study of abstract machines and automata, as well as the computational problems that can be solved using them. It is a theory 

in theoretical computer science.  
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Automata theory is closely related to formal language theory. An automaton is a finite representation of a formal language that may be an infinite set. Automata are 

often classified by the class of formal languages they can recognize, typically illustrated by the Chomsky hierarchy, which describes the relations between various 

languages and kinds of formalized logics. 

capabilities  of finite state machines 

A Finite State Machine, or FSM, is a computation model that can be used to simulate sequential logic, or, in other words, to 

represent and control execution flow. Finite State Machines can be used to model problems in many fields, including 

mathematics, artificial intelligence, games or linguistics. 

Limitations of finite state machines 

• The expected character of deterministic finite state machines can be not needed in some areas like computer games. 

• The implementation of huge systems using FSM is hard for managing without any idea of design. 

• Not applicable for all domains. 

imitations of finite state machines 

• The expected character of deterministic finite state machines can be not needed in some areas like computer 

games. 

• The implementation of huge systems using FSM is hard for managing without any idea of design. 

• Not applicable for all domains. 

• Q.11.Explain detail about Myhill-Nerode theorem. 

• Answer:see the answer from class notes. 

• Q.11.Differentiate between DFA and NFA. 

• Answer: 

Basis of Difference DFA NFA 

Reaction to symbols For each symbolic representation of the 
alphabet, only a singular state transition can be 
attained in DFA. 

No specifications are needed from the user with 
respect to how certain symbols impact the NFA. 

Empty string 
transition 

DFA is not capable of using an Empty String 
transition. 

NFA can use an empty String transition. 

Structure DFA can be best described and understood as 
one machine. 

NFA is like multiple small machines that are 
performing computational activities at the same 
time. 

Rejection of string DFA rejects the string in case it terminates in a 
state that is different from the accepting state. 

NFA rejects the string in the event of all 
branches dying or refusing the string. 

Backtracking It is possible to use backtracking in DFA. It is not possible to use backtracking at all 
times in the case of NFA. 

Ease of construction Given its complex nature, it is tougher to NFA is more easily constructed in comparison 
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Basis of Difference DFA NFA 

construct DFA. to DFA. 

Supremacy All DFAs are derived from NFAs. All NFAs are not DFAs. 

Transition functions The number related to the next state is one. The number related to the next state/ states is 
either zero or one. 

Complexities of time The total time required for running any input 
string in DFA is less than what it is in NFA. 

The total time required for running any input 
string in NFA is larger than that in comparison 
to DFA. 

Full form The full form of DFA is Deterministic Finite 
Automata. 

The full form of NFA is Nondeterministic Finite 
Automata (NFA). 

Space requirement More space allocation needed. Less space needed. 

The setting of the 
next possible set 

The next possible state is clearly set in DFA. In NFA, every single pair of input symbols and 
states may contain many possible next states. 
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